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Introduction

Stereo matching

Introduction

o 2 simultaneously taken images

o Search corresponding pixel only on scanlines (rectification)

Y=y
x'=x+ D(x,y)
(x,y) fxB
z(x,y) =

D(x,y)

Classic Stereo Taxonomy:
@ Cost computation
@ Cost aggregation
@ Selection/Optimization
@ Disparity refinement

Left input image

Output disparity map
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Classic Stereo Taxonomy Cost computation

Cost computation — Patched-based methods

Intensity-based methods
o Build a 3D cost volume of h * w * dpax
o Sum of Absolute Diff Csap(p, d) = qu,\,p l1.(q) — Ir(g — d)|
o Sum of Squared Diff Cssp(p, d) = X qep, () — Ir(q — d)J?

> qen, (@) Ir(q—d)
V/Zgen, (@) Zgen, lr(a—d)?]

o Normalized Cross Correl. Cycc(p,d) =

v
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Classic Stereo Taxonomy Cost computation

Cost computation — Patched-based methods

Intensity-based methods
o Build a 3D cost volume of h * w * dpnax
© Sum of Absolute Diff Csap(p, d) = gen, |1L(q) — Ir(q — d)|

o Sum of Squared Diff Cssp(p, d) = qu,\,p[lL(q)2 — Ir(q — d))?
> qen, (@) Ir(q—d)
V/Zgen, (@) Zgen, lr(a—d)?]

o Normalized Cross Correl. Cycc(p, d) =

Non-parametric methods — invariance
o ZSAD, ZSSD, ZNCC (subtract mean)
o Matrix rank-transform

o Mutual Information

o Census Transform (CT) - revisited below
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Classic Stereo Taxonomy Cost computation

Cost computation — Learning-based methods (ConvNets)

MC-CNN [Zbontar and LeCun 2015]

o ConvNets — really good at extracting features

o Can use directly to predict depth from single image

©

Siamese network — compare feature to feature

(]

Trained on patches, with stereo ground truth
o positive pairs sampled directly from disparity maps
o negative pairs sampled with moderate perturbation

2 architectures - Accurate (67s) and Fast (0.5s)

©

Similarity score

A
Dot product
iz )
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Classic Stereo Taxonomy  Cost computation

Cost computation — Learning-based methods (ConvNets)

MC-CNN [Zbontar and LeCun 2015] J

DeepEmbed [Chen+ 2015]
o Also siamese network
o Combine computation at two scales (full and half resolution)

o Improved computation time

1x1x2
voting

Miclea, Nedevschi (TUC-N) ICCP2017 September 7, 2017 5/19



Classic Stereo Taxonomy  Cost computation

Cost computation — Learning-based methods (ConvNets)

MC-CNN [Zbontar and LeCun 2015] J

DeepEmbed [Chen+ 2015] J

Content-CNN [Luo+ 2016]
o Smaller siamese network
o Multi-class classification loss (not only binary)

o Larger receptive field — better
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Left image patches Right image patches
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Classic Stereo Taxonomy Cost computation

Theory — Census Transform

o Step function to encapsulate info

2] 75[25 0 :p1<p
33/63|55 111101110 , = Ttz
SR i £(p1, p2) { 1 p>p

CT(p1) = ®pen(p)é(p1, p2)

ap 2=
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Classic Stereo Taxonomy  Cost computation

Theory — Census Transform

o Step function to encapsulate info

o Final cost - Hamming distance

Clp)= > ®(CTp(i), CT(pi(1)))

CensusMask(i)=1
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Classic Stereo Taxonomy Cost computation

Optimal pixels for Census

Idea 1
o Can use all neighbor pixels (Dense) - High cost, few information
o Better - sparse masks

o Better - optimally select pixels (somehow similar to extracting
features, but still patched-based)
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Classic Stereo Taxonomy  Cost computation

Optimal pixels for Census

Idea 1 J

Idea 2
o Semantically segment the image using a
fast ConvNet [ERFNet 2017] ~ 20 ms
o Use fewer classes: road, sidewalk,
vegetation, building, large vertical
objects, small vertical objects

o Find an optimal Census mask for each
particular segment — stochastic
optimization

al | Ld
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Classic Stereo Taxonomy Cost computation

Optimal pixels for Census

Idea 1

Idea 2

o Semantically segment the image using a

fast ConvNet [ERFNet 2017] ~ 20 ms

o Use fewer classes: road, sidewalk,
vegetation, building, large vertical
objects, small vertical objects

o Find an optimal Census mask for each
particular segment — stochastic
optimization

o Genetic algorithm to generate this

al | Ld
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Classic Stereo Taxonomy  Cost aggregation

Cost aggregation

Classic aggregation methods

o Increase reliability by using more information — aggregate through
cost volume

o [Fife4 2013] — Aggregation window should not be larger than 7x7
o [AdCensus] — introduce Cross-based Cost Aggregation (CBCA)

o Length of the arms — parameterized by Intensity and Location

up arm af p g

" support region of p
v
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Miclea, Nedevschi (TUC-N) ICCP2017 September 7, 2017 8 /19




Classic Stereo Taxonomy Cost aggregation

Cost aggregation

Classic aggregation methods J

CBCA with Semantic Segments
o Introduce a new parameter in CBCA — not to extend outside a
segment
o Can also introduce genetic algorithms to optimize the aggregation
window
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Classic Stereo Taxonomy Cost aggregation

Cost aggregation

Learning-based aggregation [Kuzmin+ 2016]
o SAD and Census for cost computation
o Residual network to detect edges (object boundary detection)

o Combines edges detected at different image scales in a final map

[Cimage ]

conv x3x3
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Classic Stereo Taxonomy Cost aggregation

Cost aggregation

Learning-based aggregation [Kuzmin+ 2016]

o SAD and Census for cost computation

©

Residual network to detect edges (object boundary detection)

©

Combines edges detected at different image scales in a final map

©

Aggregation scheme — as with semantic segmentation

(]

Also perform a cost-volume filtering

©

Can compare with a GT (one-hot vector) — directly obtain disparity

CNN-based
edge
detector

Filtered cost
volume

Left image

De

based t
filtering (RNN) Ground truth
Block Cost disparity
matching volume (one-hot vector
per pixel)
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Do we have enough information?

o Photometric variations @*\
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Classic Stereo Taxonomy

Disparity computation/Optimization

Do we have enough information?

o Photometric variations

o Foreshortening
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Classic Stereo Taxonomy  Disparity computation/Optimization

Do we have enough information?

o Photometric variations
o Foreshortening

o Reflections
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Classic Stereo Taxonomy  Disparity computation/Optimization

Do we have enough information?

Photometric variations
Foreshortening
Reflections
Transparent surfaces

Texture-less areas

Repetitive patterns

© 06 606 6 o o o

Complex occlusions
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Classic Stereo Taxonomy  Disparity computation/Optimization

Disparity Optimization

Global optimization — Energy minimization
o Incorporate a regularization term E(D) = Epata(D) + Esmootn(D)
o Data — matching costs; Smoothness — priors (adjacent pixels - similar)
o Minimize Energy Function
E(D) = Zpel Cp(dp) + Z(p,q)eN Vp,q(dpa dq)
o Hard to solve, but can be approximated

o Graph Cuts [Kolmogorov+ 2002], Belief Propagation[Sun+ 2003]
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Classic Stereo Taxonomy Disparity computation/Optimization
Disparity Optimization

Global optimization — Energy minimization

o Minimize Energy Function
E(D) = ZpEI Cp(dp) + Z(p,q)eN VP,Q(dFN dQ)

Semi-Global Matching

L.(p,d) = Cp(d) + min(L,(p—r,d),L,(p—r,d — 1)+ P,
L(p—r,d+1)+ Py, minizix1L,(p — r,i) + P2)

o Multiple 1D energy optimizations 8/16 dir.) to approximate 2D
o Penalize for small/large disparity changes — P; and P
o Final cost, sum from all directions

o WTA — argmin at each position in volume
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Classic Stereo Taxonomy Disparity computation/Optimization

Global optimization — SGM

Optimal penalties
o Penalties — key to good regularization
o P; - empirically chosen
o P, - dependent on intensity changes

o Using Segments — Optimal P; per segment (using GA)
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Classic Stereo Taxonomy

Global optimization — SGM

SGM-Net [Seki+ 2017]
o Costs obtained using MC-CNN
o Training:

Disparity computation/Optimization

o Path cost to generate an optimal path

o Uses a Hinge loss — add L,(p, d) on a path — forward/backward prop.

depending only on penalties

o Neighbor cost to ensure correct penalty sequence (3 cases)

o Testing: P; and P, provided for each pixel

Accumulation direction

4
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Classic Stereo Taxonomy Disparity refinement

Disparity Refinement

Pixel level
o Left-Right consistency check
o Median filter
o Edge-preserving filters — Bilateral filter, Guided filter, Multilateral filter
o Also can benefit from segmentation

o Also can benefit from edge-detecting ConvNet

Sub-Pixel level
o Large distances — need accuracy
o Optimal interpolation function — f(cy_1, ¢4, C4+1)
o Parabola, Symmetric V, SinFit [Haller 2011], LUTs [IV 2016]
o Optimal function trained for each segment (using GA) [IV 2017]
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Other ConvNet-based Approaches

Other Stereo ConvNets

DispNetC [Mayer+ 2016]
o New dataset for training (fine tuning on Kitti)
o Stack left and right information to get more features
o Convolution/Deconvolution-like architecture

o Very good computation time

Disparity Network Architecture

Output
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Other ConvNet-based Approaches

Other Stereo ConvNets

GC-Net [Kendall+ 2017]

o 2D convolution for matching cost (feature-based as MC-CNN)

o Extensive use of 3D convolutions (encorporate lots of info) — capture
context

o New method for argmin (differentiable soft-argmin) — assign
probabilities to costs in volume

v
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Evaluation

Evaluation

Metrics
o Real images — Kitti benchmark: sparse GT, traffic scenarios

o Synthetic images — DispNetC and Middlebury: Dense GT
o Metric: percent of correct matches (with a threshold T=3 or T=5)

Method D1-all Density | Runtime Environment
GC-NET 2.87 % | 100.00 % 09s Nvidia GTX Titan X
SGM-Net 3.66 % | 100.00 % 67 s Titan X
MC-CNN-acrt | 3.89 % | 100.00 % 67 s Nvidia GTX Titan X (CUDA, Torch)
DispNetC 4.34 % | 100.00 % 0.06 s Nvidia GTX Titan X (Caffe)
Content-CNN | 4.54 % | 100.00 % ls Nvidia GTX Titan X
Deep Embed | 4.24 % | 100.00 % 3s 1 core @ 2.5 Ghz (C/C++)
DeepCostAggr | 6.37 % | 99.98 % 0.03 s GPU @ 2.5 Ghz (C/C++)
SS-OptCen 6.34 % | 100.00 % 0.03 s Nvidia GTX 1080 (CUDA + Torch)

S =I==
“IiTable: Results on Kitti2015 dataset for presented approaches g%iﬁ
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Conclusions

Conclusions

(]

Stereo problem (geometric) — now mainly using learning

©

Lots of ConvNet-based approaches for each step in pipeline

©

New End-to-End methods — train to directly obtain disparity map

©

Can get close to real-time

o Can benefit from ConvNets in other domains (edge detection,
semantic segmentation) to increase performance
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Conclusions
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Thank you for your attention!
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