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Abstract— A new approach for the detection of the road 

surface and obstacles is presented. The high accuracy of the 

method allows the detection of traffic isles as distinct class. The 

3D data inferred from dense stereo are transformed into a 

rectangular Digital Elevation Map (DEM). Two classifiers are 

proposed: density-based and road surface-based. The density-

based obstacle classifier marks DEM cells as road or obstacles, 

using the density of 3D points as criterion. A quadratic road 

surface model is initially fitted, by a RANSAC approach, to the 

region in front of the ego vehicle. A region growing-like process 

refines this primary solution, driven by the 3D uncertainty model 

of the stereo sensor. A robust global solution for the road surface 

is obtained. The road surface is used for discrimination between 

road, traffic isle and obstacle points. Fusion and error filtering is 

performed on the results of the two classifiers. The proposed real-

time algorithm was evaluated in an urban scenario and can be 

used in complex applications, from collision avoidance to path 

planning. 

 
Index Terms—stereovision, digital elevation maps, road surface 

detection, obstacle detection 

I. INTRODUCTION 

rocessing 3D data from stereo (dense or sparse) is a 

challenging task. A robust processing approach can be of 

great value for various applications in urban driving assistance. 

There are two main approaches (discussed next, and detailed 

in sections V and VI), depending on the space where 

processing is performed: disparity space-based and 3D space-

based.  

Disparity space-based algorithms are more popular because 

they work directly with the result of stereo reconstruction: the 

disparity map. The “V-disparity” approach [1] is widely used 

to detect the road surface. It has some drawbacks: is not a 

natural way to represent 3D (Euclidian) data, it assumes the 

road is dominant along the image rows, and it can be sensitive 

to roll angle changes (the road profile becomes blurry and 
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harder to detect on the “V-disparity” image). One way to avoid 

this problem is by using a specialized vehicle with small roll 

variations [2]. An extended “V-disparity” approach is 

presented in [3], where the roll angle can be computed 

assuming the scene has a planar road surface and assuming the 

presence of high-gradient road features (edges). The "U-V-

disparity" concept, introduced in [4], is used to classify the 3D 

road scene into relative planar surfaces and to extract the 

features of roadside structures and obstacles. 

3D space-based algorithms are used for ego-pose estimation 

([5], [6]), lane and obstacle detection ([7], [8]), or path 

planning in unstructured environments ([9], [10], and [11]).  

Digital Elevation Maps (DEM) are also used to represent 

3D data from stereovision ([10] and [11]). A complex method 

for building the digital elevation map of a terrain (for a 

planetary rover) is proposed in [10]: local planar surfaces are 

used to filter the height of each DEM cell, and the stereo 

correlation confidence for each 3D point is included in the 

filtering process. In [11] the elevation map is built 

straightforward from the disparity map. The authors avoid 

using a 3D representation of the reconstructed points by 

projecting a vertical 3D line for each DEM cell onto the left, 

disparity, and right image. Based on these projections, the 

disparity of the point associated with the cell is selected and 

possible occlusions are detected.  

A new road and obstacle detection algorithm will be 

presented in this paper. It transforms the 3D dense data from 

stereovision into a digital elevation map (DEM). The 3D 

uncertainty of the stereo sensor is modeled for improving the 

detection. A RANSAC-approach, combined with region 

growing, is used for the detection of the road surface. 

Obstacles and traffic isles are detected by using the road 

surface and the density of 3D points (Fig. 1). A temporal 

persistence filtering is proposed in order to have a robust 

detection of traffic isles. 

 
Fig. 1. The output of the algorithm is projected onto the left image: road area 

with blue, obstacles with red and traffic isles with yellow. 
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processing (and almost constant), the 3D set of points is 

transformed into a digital elevation map. The road is modeled 

as a quadratic surface to allow vertical curvatures, often 

present in urban scenarios and the 3D uncertainty increasing 

with the depth is taken into account. Possible lack of road 

dense 3D data, due to poor road texture, is compensated by the 

density-based obstacle detection method.  

It has its own failure cases, as discussed in section VIII, and 

other future developments (in addition to those presented in 

sections V and VIII.B) are required: 

• Additional evaluation of the proposed algorithm, 

• Using tracking for obstacle blobs can greatly improved 

the robustness of the method, 

• A more complex road model will be proposed and 

tested (cubic or 4
th

 degree, or a cubic-spline surface). 

 

  

 

 

 

 

 

 

 
Fig. 12. Results for various scenes. The algorithm performs well even for 

scenes with sparse 3D road reconstruction and noisy 3d data (the grid is 

projected only where dense 3D data is provided by the dense stereo engine). 

The result for the first scene is displayed using a virtual camera. Grid colors 

represent blue - road, yellow - traffic isles, and red - obstacles. 

 

 
Fig. 13. The road surface is detected with the proposed algorithm. A quadratic 

model (middle) is more suitable than the planar model (top). The lateral view 

shows a 3D region with a depth range Z of 25 meters and Y from -1.5 to 1.5 

meters. For better visualization, only 3D road points inside the yellow 

trapezoid (bottom image) are shown, and a cross-section (X=constant) of the 

surface is drawn. 
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                               a.                                                         b. 

  
                               c.                                                         d. 

  
                                e.                                                         f. 

Fig. 14. a. False traffic isle appearing in the left-lower part of the image, b. 

Large false traffic isles are likely to appear if the road surface is not close to 

the quadratic road model, c. False obstacles appear on the right side due to 

floating tree branches, d. A small false object appears at far depths (34 

meters, depicted with the green arrow), in a sharp uphill scene, e. Small traffic 

poles are sometimes not detected due to the lack of 3D data (usually this 

happens for mid- and far depths), f. Traffic isles with very small elevation 

from the road are classified as road inliers. The bus station shown by the 

arrow presents a 3 cm elevation at its border. 
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