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Abstract—This paper presents a Forward Collision Detection MobilEye-AWS [6].
approach based on Elevation Map using a Dense Ster¥ision Most algorithms for FCW are based on determining th
system. Once we have the 3D information about theoad relative speed and Time To Collision (TTC) valueedily
surface, we extract a set of obstacle delimiters bgxploiting the {5 m the position of the object in the image [6] [8] [9].

elevation structure through the radial scanning metod. Taking . L .
in account the car mechanical and movement parametg we [101_ (_jescrlbes a dynamic situation and threat assest for
collision warning.

build a 3D model associated to the car trajectoryA robust

method was developed to detect when the obstaclelideters This paper presents a FCW method based on Elevation
intersect the generated driving tunnel at an unsafdistance. Map using a Dense Stereovision System. The proposed
algorithm takes in account both the 3D informatiwavided
. INTRODUCTION by the Elevation Map module and ego-car paramesech

IT is known that most road accidents are due to humas yaw rate, car speed and steering angle. Our FeWod
error. 93% of all accidents occur because of drivegmploys two different 3D models:

inattention [1] [2]. The rear-end crashes are imgdl in * The Obstacles Delimiters- are extracted from the
12.9% of these cases. The United Nations Economic Elevation Map and are given as a set of unstrudture
Commission for Europe (UNECE) [3] has registeredrano polygons. We developed a novel approach for the

than 3.6 million accidents in Europe and about rhifion delimiters extraction exploiting the Elevation Map
accidents in North America. The number of deatlgsstered through the radial scanning.
in 2004 was nearly 150,000 dead in Europe and 43000+ The Drivable Tunnel — is generated based on the car
America mechanical and movement parameters. The Drivable
According to NHTSA ittp://www.nhtsa.dot.goy/ the Tunnel describes a nonconvex polytope and has a
three major human factors of most road accidents ar variable trajectory depending on the yaw rate,rstge
improper lookout, excessive speed, and inattenf&n A angle and car speed [11]. It has a different lemgttihe
great part of these accidents can be preventedighrthe time t, based on an adjustable warning time and the car

development of effective warning collision systems. speed.

Therefore, an Advanced Driver Assistance Systemstmu We developed a robust method to detect when thadbs

have a collision-preventing component, able to selthe delimiters intersect the generated driving tunnedraunsafe

driver and provide the relevant information about adistance.

imminent impact. In the next section, we describe the proposed FCW
The Forward Collision Warning (FCW) systems can barchitecture. Several ways to extract obstaclardigis are

divided into several categories based on the usesdoss in presented in the section 3. Section 4 shows thposex

the collision detection process (RADAR, LASER, Visi Drivable Tunnel Model, whereas collision detection

Based etc). Most of FCW uses Laser or Radar sef#dis] approach is presented in the fifth section. The ta®

situated in front of the car to receive the infotima about sections show the experimental results and cormiusbout

the traffic scene. An example of FCW system usimgdar the FCW we have developed.

sensor is VORAD VS-400 by Eatonwfw.eaton.com

VORAD includes a high frequency forward looking aad Il. THE FORWARD COLLISION DETECTIONARCHITECTURE

ahead. Other FCW systems are vision based usigiesingssistance system and developed the forward cullisi
camera in order to provide the information like geascale component by extending our Dense Stereo-Based Objec
change or image position to detect or track veside the Recognition System (DESBOR). A detailed description
road. An example of a system that uses monocut#orvis  apout the DESBOR system is presented in [12].
The existing parts of the DESBOR system that weshav
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The 3D model of the tunnel is described by a palybe
Coarse Elevatlan Car | representing a non-convex and structured polytope.
Objects Map Parameters Forward Collision Detection The collision detection
process is performed between the Drivable Tunnal an
l l l Obstacle Delimiters.
FCW Output A visual warning is generated based on the
Moy Object Aivebi detected results from the FCW module. The warning
jecls Dalimitars Tunnel X | K .
magnitude can be different taking into account type of
l l l the classified points (object points or curb pgirdaad the
' relative velocity between the Ego-Car and the tedatbject
Forward Collision Detection Module - from the scene.

It must be noted that the car coordinate systemcie
with the word coordinate system having its origin ihe
ground in front of the car (Fig. 2). The positiomda
orientation of the stereo cameras are determinedhby

Fig. 1. Forward Collision Detection Architecture. absolute extrinsic parameters [17].
. . ) o The Elevation Map is obtained by fitting a quadiad
|nformat|pn thrpugh thg grouping process taking mtcount surface model to the region in front of the ega-cAr
3D density variation with the distance [14]. detailed description about the Elevation Map déacts

Tracked Objects The coarse object’s position is trackedpresented in [16]. We have extracted the objediiters
using Kalman filtering. Tracked objects are desaiby the | <4 on this model based Elevation Map

position, size and speed [15].

Elevation Map The elevation map represents a . OBJECTDELIMITERS EXTRACTION
description of the scene, derived from the raw desiereo
information. The elevation map cells are classified road
points (drivable points), curb points and objecingo The
Elevation Map result is used in the Obstacle Deérsi
detection [16].

Car parameters such as wheel speed and yaw rate are
collected from the onboard sensors at the acquisitme for
each frame in the video sequence. The data fronetjee
motion sensors is received via Controller Area Nekw
(CAN) of the car.

The new parts that we have developed for the Falwar
Collision System are:

Object Delimiters The Object Delimiters detection uses
the Elevation Map results as the input and genermatget of
unstructured polygons approximated with the objects
contour. The delimiters are extracted from the &fien
Map through the radial scanning process. We cdkeulze
Obstacle Delimiters for both structured and unstmed
objects.

Drivable Tunnel The Drivable Tunnel model generation
is dependent on the car speed and displacemeattirgy.

FCW Output

In this section, we present the implementation lod t
obstacle delimiters extraction.
A set of steps have been identified for the deémsit
extraction:
Step 1 The generation of the Top View projection.The
Top View image is computed from the Elevation
Map. We suppose that obstacles are disjoint in
the Top View.
Step 2 Object labeling. In this step each object from the
Elevation Map is labeled with a unique identifier.
Step 3 The contour extraction.
Step 4 The polygonal approximation. Given a curve C
we will find a polygon that closely approximates
C while having as small a number of vertices as
possible.
We have elaborated many approaches of delimiters
extraction. All these methods have in common the&?¥ and
4" step. The 4§ step is different in each case. We have used
two main approaches for the contour extraction:
a) The contour tracing for a given object— once an
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Fig. 3. Border Scanner on Elevation Map (Top View)

object point has been identified, a contour traciisg
performed starting from this point and storing ettelrersed
pixel in a list.

b) The border scanning— a radial scanning is performed
exploiting the elevation map from the Ego Car positThe
main difference of this approach is that only theble part
can be scanned. The idea is that the occludeddpag not
represent relevant information in the delimitersedgon
process.

A disadvantage in the case of the contour tracppy@ach
is that not all the forms of the obstacles can gerea good
contour. In some cases, noisy contours can be atetta
There are cases when the same delimiter point egrabsed
and processed many times. In these cases, segioenisg
the resulting polygon can include same points. Aeot
problem is when many forms are part of a singlechjA
single obstacle delimiter cannot be extracted thinothe
simple contour tracing method.

Therefore, the border scanning approach has beesech
as the extraction method in our system.

A. The Border Scanner Algorithm

The Border Scanner algorithm performs a radial sican
with a given radial step. The scanning axis mowveghie
radial direction, having a fixed center at the EGar
position. The scanning process is made into thidliof two

anglesQyom andQy,. Therefore de delimiters are detected by

scanning the interest area in front of the egoalehFig. 3.
Having a radial axis with @.q slope, Qo < Qg < Qo

an object situated on this axis will be reacheea (tlearest
point from the Ego Car). In this way, all subsedquerints
will be accumulated int@€ontour List moving the radial axis
in the radial direction. At each radial step wedrify if a
new object has been reached. If a new label has foemd

Fig. 4. a) Left image. b) Simple Border ScanpeCaembined
Border Scanner.

TABLE |
FIXED STEPBORDERSCANNER AND
VARIABLE STEP BORDERSCANNER

Fixed Step Border
Scanner

Variable Step Border
Scanner

Number of 203 203

Frames
Detected
points
The radial
step
(radians)
Points per
Frame

then the polygonal approximation on the Contout pEnts
is performed. The list will be cleared, and theoaitthm will
be continued finding a new polygon.

Using this method for delimiters extraction, thetaded
results are more similar to the real obstacle dedis from
the scene. Another advantage is that the bordemnsca
algorithm resolves the problem of the compound aibje
presented previously. Therefore, a single delimitan
envelop patches that are more complex. The comdigo
these patches need to belong to the same objexst [idve
the same label).

4529 5733

0.01 0.01

22 28

B. The Border Scanner Algorithm using variable step

We need to take in account that the distance betiee
consecutive detected pixels is greater at theZfaralues.
Considering the radial step to be constant, theoted pixel
density will decrease with th2 distance. The idea is that
some important information about the delimiters banlost
at the far distances. A good solution is to usecansing
method with a variable step, thus the radial stequkl be
adapted at once with the distance. If we have fauptkelX
at a far distance from the observer, the radigl stauld be



decreased. Therefore, the radial step varies Wildistance.
TABLE | contains a case with the results from the
Variable Step Border Scanner and Fixed Step Border

Scanner for the same driving scene.
It can be observed that the number of detectedtpdsn

greater in the case of Variable Step Border Scanner

algorithm, thereby 5733 points, which means 28 detk
points per frame in comparison with 22 detectedisoper
frame in the case of Fixed Step Border Scannerrighgo.

C. The Combined Border Scanner Algorithm

Another aspect is that many relevant objects d&disi
may be omitted if we take in account only the finsarest
point from the car. Many times, if a radial scamniis
performed, the first obstacle from the car can k. In
this case, we are interested not only in the cetlmiters but
also in the delimiters above the curb or behindcimb. Also
we are not interested in the cases of the curbided by
the other obstacles. We have elaborated an impresesion
of the Border Scanner algorithm, which is CombiBedder

hay w
o TR

Fig. 5. The Drivable Tunnel.

Because the polygon given representation is afligertices,
the polygonal clipping can be done by polygon edgedge
passing. According to the Cohen-Sutherland Lingyidtig
algorithm [18], a line is clipped to an upright tamgular
window. In our case, the polygonal clipping problésn
extended by using as a clipping region the tunnejegtion

Scanner algorithm. In the Combined Border Scanné?presented in the Fig. 6.

algorithm we take in account the obstacle’s natoaking a
decision based on two types of information “Whatehave
found?” and “What we have to find?” The algorithonsists
in two passes: one for the Object delimiters daiactand
second for the curb delimiters detection. The Bigresents
the difference between the result of delimitersedéon in

The projected tunnel trajectory describes a circalia
with a radiusk and the center coordinat€$x,, Yo). The two
circles with theR; andR, radiuses are concentric circles. The
Top Boundarydescribes a line that forms an angleith the
Bottom Boundarymoreover, thex angle is a central angle,
which subtends the circular arcs comprised betvigsgiom

the case of Simple border Scanner and Combined%or(FoundaryandTOp Boundary

Scanner algorithms. It can be observed that inctse of
Combined Border Scanner, the wall’'s delimiter ised&ed in
spite of its position behind the curb.

IV. THE DRIVABLE TUNNEL

The drivable tunnel can be perceived as a safeatg far
the vehicle, representing a virtual area aroundethe-car
trajectory that generated by the mechanical andemewt
characteristics of the car. The tunnel length nispreater
or equal to the car braking distance.

At the moment t, the car is moving on a circular 3,

with radius of curvaturéR (Fig. 5). The width and height of

the tunnel ar&V respectivelyH.

The 3D model of the tunnel is described by a palybe
with the following characteristics:
* Itis a non-convex polytop
* ltis a structured model

This polyhedron can be decomposed into small ¢Eits
5). Each cell is a hexahedron with two pairs objial faces:
Left and Right, Bottom and Top. The Near and Fae$aare
perpendicular to the car displacement trajectory.

V. COLLISION DETECTION

The collision detection problem in the case of nede
presented above can be related to the polygon ietipp

algorithms described in [18], which takes as inplé
vertices of a polygon and returns one or more pmigg

Taking into account the tunnel top view from Fig.vée
define four areas, which will help us to collisidetection:

* Right Area — is the area, which is delimited from the

tunnel by the right edges.

» Left Area — is the area that is separated from the tunnel
by the left edges, and is located at the left efttmnel.
Inside Area — is the area from the inside of the tunnel.
Top Area — is the area located above the Tunnel Top
Boundary.

The collision detection algorithm consists in setis

traversing of polygonal vertices. Three steps adopmed

for each polygonal vertex:

1. Determining the position of the current vertex:

We apply vertex inclusion test to determine if therent
vertex is included in one of the four areas. Haarigrivable
Tunnel with a radius of curvatuf€R, a circle center of
coordinatesC(xc,Yc), and a given verteR(x,z) (Fig.7), we
define the following constraints:

If a > a,then the current verteR, (x,z)is included in

theTop Area
Else:

If X > Xg, then the current vertex is included in Right
Area

If X < X_,then the current vertex is included in theft
Area

If X, < X< Xg,then the current vertex is included in the
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Fig. 6. The Drivable Tunnel — top view.

Inside Area
Where @ is the angle formed between to®; segment
and theOX axis:

z-Rel2Egd

a = atan |x— fCH

) @

The tunnel arcs are intersected by the Top Boundary

Tu(x,z2) and Tr(Xszr) points. @, is the central angle,

X
which subtends the circular arcs comprised betvigaiom
Boundary and Top Boundary:

_ Zz 2|
a,. = atan#—XR oy

Ar(XriZr) is the intersection point between theP;
segment and the right side of the tunid(x_,z) is the result

) @

Obstacle
Delimiter
¥ P, (x,2)
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Fig. 7. The Drivable Tunnel Geometry

2. Determining the edge direction:

For each polygonal edge, we assign an edge directio
based on the current vertex and previous verteitiposFor
example if the previous vertex is included in thighR Area,
and current vertex is situated inside of the tumveehave the
directionRight_To_Inside

3. Intersection:

Depending on the edge direction, the intersectimm loe
made with one of the polygonal edges (Top EdgetoBot
Edge, Left Edges, and Right Edges) and the reswdtared
in a collision detection result structure. At eastep a
delimiter edge may intersect the tunnel only onwéce or
never.

The main advantage of this approach is that we ato n
have to traverse all Tunnel edges and interseat thigh the
current polygonal edge to determine the interseqtimint.

We assume that the intersection of Bottom Edge and
Delimiter did not take place, because the BottongeEd
situated near the Ego-Car, where no 3D points are
reconstructed. When delimiter edge intersects itet ror
left side of the tunnel, the result may be a pticated on

of intersection between theP, segment and left side of the any left or right chords of the tunnel. In this easve can

tunnel. Both thedr andA, points lie on th€CP; segment.

adopt a linear approach to search the result Brgetting

The xg and x_ coordinates can be determined by th&ach chord with the current delimiter.

following relation:
For a giverxc < 0:

X, =‘fCR+% cos@)-|fCR
Xg = ‘ fCR—% cos@)-|fCR @
For a givenX. = 0:
W
x, = fCR- fCR+? cos@) ®)
Xg = fCR- fCR—% cos@) ()

VI.

For the experimental purpose, we have tested \@riou
scenarios from the urban traffic environment usiag
2.66GHz Intel Core 2 Duo Computer with 2GB of RAM.

Because our FCW algorithm is performed at the highe
level in our architecture, the accuracy of our FGY¢tem
depends on 3D information quality provided by tlstem,
obstacle detection, tracking and Elevation Mapltesu

In the Fig. 8 we present the Top View and Free Look
images containing two cases of forward collisiomedgon.
The delimiters parts being in collision with the i@ble
Tunnel are colored in red. Fig. 9 shows a caserdlaive
speed between the two cars is too small. In thigson no
messages is generated because detected delimiters a

EXPERIMENTAL RESULTS



Fig. 8. The CoIIisio’n Detection: a) and c) ;)re lgfeimage.
b) Collision detection - Top View. d) Collisiontéetion - Free
outside the generated tunnel.

The system was used in urban scenarios up toandisof
50m. For the following setup: 0.01 radians for tiaglial
scanning step, a 3 sec horizon for the navigaleeuiand a
polygonal approximation error of at most 2 pointe t
average execution time for the FCW module is altons.
This performance can be improved by further optatians.

b)
Fig. 9. Collision Detection: a) Left image. b) Thenerated tunnel
(green color) does not include any delimiter
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We have presented a Forward Collision Detectlo[']]
approach based on Elevation Map using a Dense dStere

Vision system. The proposed algorithm takes in aotboth
the 3D information provided by the Elevation Map dute
and ego-car parameters such as yaw rate, car spwbd

steering angle. We have an original method to elxtra[1

delimiters of detected objects through the CombiRedial
Scanning approach and have built a 3D tunnel widnth
depends on the car relative velocity. The collisiearnings
are generated when the obstacle delimiters interdee
generated driving tunnel at an unsafe distance.
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